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Abstract—This paper details a proof-of-concept development 
of an adaptive staircase system-type capable of user-specific 
mechanical reconfigurations actuated by facial-, object-, and 
voice-recognition. The system is described via two variation-
prototypes—developed at Technology Readiness Level 4—as 
instances of the same system-type. Accordingly, each prototype 
is informed by the same use-case considerations and 
requirements. Nevertheless, by means of their mechanical 
particulars, advantages and disadvantages specific to each 
variation are identified and explored. The present adaptive 
staircase system-type consists of two main components, one 
computational and the other mechanical. The computational 
component is built upon an inherited System Architecture 
previously developed and implemented by the authors. More 
specifically, the computational component uses Google’s 
TensorFlow for facial-recognition; BerryNet for multi-object 
detection; and VoiceIt for voice-recognition. These three cloud-
compatible, -based, or -dependent recognition mechanisms are 
used to ascertain the identity three user-types: (1) a person 
without perceivable physical disabilities; (2) a person reliant 
on a walking-cane; and (3) a person on a wheelchair. With the 
exception of the first case, the computational component 
proceeds to actuate mechanical transformations pertinent to 
each variety of disabilities depending on which user-type is 
identified. The objective of this implementations is to present 
an intuitive and automated vertical mobility solution capable 
of supporting users with varying degrees of reduced mobility.  
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I. INTRODUCTION AND BACKGROUND 
This paper details a proof-of-concept development of an 

adaptive staircase system-type, which is characterized by 
two core features: its capabilities (1) to adapt mechanically 
to accommodate to and/or to compensate for the reduced 
mobility associated with physical disabilities; and (2) to 
engage said adaptation under specific recognized conditions 
as enabled by facial-, object-, and voice-recognition via 
cloud-based or -dependent Machine Learning (ML).  

Two variations of this system-type are developed, with 
both able to recognize any of the following three user-types: 
(i) a person without perceivable physical disabilities; (ii) a 
person reliant on a walking-cane; and (iii) a person on a 
wheelchair. The first user-type does not instigate actuation; it 
is deliberately considered to account for the system’s ability 
to recognize the absence of explicit physical disabilities. The 
second user-type instigates physical changes in the 
dimensions of the stair’s tread and/or riser to facilitate more 
effortless stair-climbing. The third user-type instigates the 
transformation of the staircase into an elevating platform, 
which dismisses stair-climbing entirely. Both staircase 
variations have the same reaction to the first and third user-
types. With respect to reactions to the second user-type, the 
first staircase variation (see Section II.A and Section III) 
adjusts the dimensions of both its tread and riser (see Figure 
1) while the second variation (see Section II.B and Section 
III) can only adjust its riser (see Figure 2). Nevertheless, due 
to its mechanical design, the second variation enables the 
second user-type to choose to engage in partial stair-
climbing or to avoid it entirely; whereas the first variation 
requires stair-climbing. The reasoning behind each variation 
is explained in Concept and Approach in Section II, and 
their advantages as well as disadvantages are discussed in 
Results and Conclusions in Section IV. Both variations aim 
to empower users with varying physical disabilities to 
ascertain a degree of independence with respect to mobility, 
which promotes dignity and quality of life.  

The present work situates the development of an adaptive 
staircase system—via the implementation of two variation-
instances—within a comprehensive intelligent built-
environment discourse. That is, a discourse that is informed 
by both (I) Ambient Intelligence (AmI) [1], Ambient Assisted 
Living—or Active and Assisted Living—(AAL) [2] with 
respect to Information and Communication Technologies 
(ICTs); and (II) Adaptive Architecture / Interactive 
Architecture [3] with respect to Architecture, Engineering, 
and Construction (AEC) considerations.  



 

II. CONCEPT AND APPROACH 
The prototypes of both staircase-variations are built at 

1:2.5 scale and at Technology Readiness Level (TRL) 4 [4]. 
Each prototype is driven by a microcontroller unit (MCU) 
attached to a variety of sensors, actuators, and emitters. In 
the present implementations, all sensors and emitters respond 
to user-safety considerations by either preventing actuation 
or by providing notifications via sound as well as light 
emission. Such safety measures ensure that actuation does 
not take place while the user is climbing steps (while in 
stairs-mode), nor while the user is outside of the bounds of 
the elevating platform (while in elevator-mode). Each 
variation’s MCU communicates with a coordinating single-
board computer used to operate the facial-, object-, and 
voice-recognition mechanisms. In the present setup, the 
single-board computers are already trained to recognize a 
variety of faces (see Figure 3) and associated voices (see 
Figure 4) as corresponding to particular user-types. 
Similarly, the object-recognition mechanism is already pre-
trained to recognize wheelchairs as well as other assistive 
devices. In both variations, facial-recognition is first engaged 
to detect faces who approach the system to within a meter. If 
the identity of the person is ascertained to a confidence level 
greater than 70%, the system actuates to its corresponding 
configuration. If, however, the confidence level is low, the 
user is prompted to utter a predetermined phrase. The voice-
recognition mechanism detects both the phrase as well as the 
identity of the person uttering it. Actuation is engaged by 
correlating both the facial- and voice-recognition output. 
Finally, if both the facial- and voice-recognition mechanisms 
failed to ascertained the identity of a user, the remaining 
object-recognition mechanism attempts to recognize a 
wheelchair, walking-cane, etc., and actuates accordingly. 

A. Staircase variation 1 
The first staircase variation features three mechanical 

modes / configurations (see Figure 1) corresponding to each 
of the three user-types mentioned in Section I. The first 
mode represents a staircase that is compliant with both the 
Ecuadorian Service for Standardization (INEN) 
prescriptions  [5] as well as with the American Occupational 
Safety and Health Administration (OSHA) standards [6]. 
That is, the staircase’s steps are dimensioned with 30 cm 
treads and 17 cm risers, which may be comfortably climbed 
by users without physical disabilities. The second mode 
represents a staircase that is designed for people with mild to 
moderate physical disabilities with respect to mobility. That 
is to say, the step’s tread width expands to 42 cm while its 
riser height decreases to 8.5 cm. This second mode is 
intended for the elderly as well as for pregnant women / 
nursing parents whose mobility may be reduced. The third 
and final mode represents an elevating platform that 
eliminates the need to climb steps entirely. This mode is 
designed for people dependent on wheelchairs and/or on 
other mobility support-devices such as rollators, walkers, 
etc.—i.e., for people whose physical ability to climb steps is 
either impossible or unduly difficult.  

 

Figure 1. Staircase variation 1 reacting to (1) the first user-type (tread 
depth: 30 cm; riser height: 17 cm); (2) the second user-type (tread: 42 cm; 

riser: 8.5 cm); and (3) the third user-type (steps are retracted to enable 
platform elevation). 

B. Staircase variation 2 
The second staircase variation also features three 

mechanical modes / configurations (see Figure 2). The first 
mode, as in staircase variation 1’s first mode, represents an 
INEN / OSHA compliant staircase. The second mode is 
capable of instantiating multiple riser heights, which may be 
used in cases of rehabilitation, where the user is encouraged 
to walk or to train in a variety of climbing heights. In this 
mode, a user undergoing rehabilitation may use the system to 
gradually increase her stair-climbing ability over time. 



 

 

Figure 2. Staircase variation 2 reacting to (1) the first user-type (with 
standards-compliant tread-vs.-riser dimensions and proportions); (2) the 

second user-type—or to users with a variety of disabilities in state of 
rehabilitation; and (3) the third user-type (the landing platform elevates). 

The third mode turns the staircase’s landing into an 
elevating platform. In this variation, the first mode caters to 
the first user-type (user without physical disabilities), while 
the third mode to the second and third user-types (users 
dependent on canes, walkers, rollators, or wheelchairs). The 
second mode principally caters to users in rehabilitation.   

III. METHODOLOGY AND IMPLEMENTATION 
The staircase system-type consists of two main 

components, one computational and the other mechanical. 
The computational consists of three mechanisms, each 
concerned with facial-, object-, and voice-recognition. The 
mechanical consists of the physical parts that instantiate the 
reconfiguration modes particular to each user-type. Each of 
the computational mechanisms inherits and/or builds upon 
previous developments via Application Programming 
Interfaces (APIs) by the authors (with respect to facial- [7], 
object- [8], and voice-recognition [9]). That is to say: 

With respect to the computational mechanisms, the 
facial-recognition mechanism is developed via Google’s free 
and open-source TensorFlow [10]. Its functionality is 
implemented in Python on the single-board computer, which 
enables it—with the assistance of a low-cost Raspberry Pi 
Camera Module V2—to recognize faces via cloud-based 
ML. The face of each of the test-individuals is captured in 
various positions and used to generate a profile (see Figure 
3). In this implementation, each profile is associated with a 
user-type.  The object-recognition mechanism is developed 
via BerryNet [11], which is built with Inception ver. 3 [12]) 
for a classification model and with TinyYOLO [13] for a 
detection model. BerryNet serves as a localized Deep 
Learning gateway implementable on a single-board 
computer, although its performance—as well as that of 
TensorFlow’s implementation—benefit from a cluster of 
said computers rather than in a single instance. 

 

Figure 3. Three sample faces used to associate identity with user-type and 
to enable facial-recognition and corresponding system-actuation.  



 

 

Figure 4. VoiceIt Authentication Success in close-range, as previously 
implemented by the authors [9]. 

The voice-recognition mechanism is built via VoiceIt’s 
[14] API in Python. User-profiles are created for each test-
subject associated with a user-type. In this process, a 
minimum of three voice samples are required to enroll each 
subject. Following successful enrollment, the identity of 
each subject may be ascertained via his/her voice (see Figure 
4). This mechanism is capable of recognizing both the 
utterance as well as the identity of the utterer. In the present 
implementation only the identity of the utterer is used.  

The above three ML-based recognition mechanisms are 
implemented in order to correlate their outputs to increase 
the accuracy of identity-detection. In instances where the 
camera’s visibility is unhindered and recognition confidence 
is greater than 90%, the facial-recognition mechanism takes 
precedence. In instances where the facial-recognition 
confidence is greater than 70% yet lesser than 90%, the 
identity of the user is ascertained via a correlation of the 
facial-recognition mechanism’s and voice-recognition 
mechanism’s output. In cases where facial-recognition 
confidence is below 70%, the voice-recognition mechanism 
takes precedence. Finally, in cases where both facial- and 
voice-recognition failed, the object-recognition mechanism 
takes precedence—that is, perhaps the user is someone 
whose profile is not yet stored in the system but is 
nevertheless recognized to be on a wheelchair or using a 
rollator, walker, etc.  

With respect to the mechanical component, the first 
staircase variation is built with MDF. Its retracting / 
extending function is driven by two stepper motors (see 
Figure 5, 1 and 2), while its platform’s elevating function is 
driven by four stepper motors (with corresponding drivers) 
(see Figure 5, 3-5). The second staircase variation is built 
with aluminum parts. Its mechanical transformation is 
enabled by two stepper motors (with corresponding drivers) 
built into the support rails (see Figure 6). As both variations 
are built at 1:2.5, the motors that actuate the system are not 
rated for real-scale use, but are appropriate for the present 
proof-of-concept implementations. Moreover, in both cases 
the camera is detached from the actual prototype and is 
situated adjacent to it for practicality during tests and trials.  

 

Figure 5. From top-to-bottom: staircase variation 1 configured for (1) the 
first user-type (standard-stairs); (2) the second user-type (easy-stairs); and 

(3-5) the third user-type (elevating platform). 
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Figure 6. Staircase variation 2 configuring for (Top and Bottom) the first 
user-type (standard-stairs); and (Middle) the third user-type (elevating 

platform). 

IV. RESULTS AND CONCLUSIONS 
The present staircase variations of the same system-type 

performed as expected in every test. That is to say, all user-
types were recognized via predefined test-subject profiles, 
and mechanical transformations were consistently pertinent 
to each user-type’s presupposed physical disability. 
Moreover, with respect to staircase variation 1 (see Figure 1 
and Figure 5), the speeds of deployment for the 
configurations corresponding to the three user-types were as 

follows. For the first user-type (standard building-code 
compliant stairs, i.e.: 30 cm tread depth by 17 cm riser 
height): 20 seconds (± 0.5 seconds) to extend; 21 seconds (± 
0.5 seconds) to retract. For the second user-type (easy-stairs, 
i.e.: 42 cm tread depth by 8.5 cm riser height): 30 seconds (± 
0.8 seconds) to extend; 32 seconds (± 0.2 seconds) to retract. 
Finally, for the third user-type (engaging the platform): 4 
seconds (± 0.2 seconds) for the platform to elevate; 3.5 
seconds (± 0.1 seconds) to collapse—N.B.: previous 
staircase-configuration deployment times must be added to 
platform elevation times accordingly, depending on which 
configuration was instantiated immediately before system 
recognized a third user-type and began retracting the steps. 
With respect to staircase variation 2: since the system 
engaged a single vertical transformation to address all user-
types, only the speeds of full platform elevation and 
collapsion were measured: 70 seconds (± 0.5 seconds) and 
64 seconds (± 0.3 seconds), respectively. From these values 
other extension / retraction degrees may be estimated. In 
both staircase-configurations, the deviation with respect to 
expected deployment times were within acceptable margins. 
Such deviations were principally due to expected degrees of 
friction, degrees which would need to be reconsidered before 
the variations may be developed further to a higher TRL.   

While the variations operated as planned, their 
performance was hindered by a number of limitations. First 
and foremost, the limited computational resources available 
in each variation’s single-board computer hindered real-time 
facial- and object-recognition. The authors have previously 
solved this issue by creating clusters of single-board 
computers in order to instantiate a decentralized super 
computer. However, while this approach may be useful as a 
back-up and local solution, the principal approach should 
make use of cloud-based services with considerably more 
powerful computational resources. The local approach has its 
place in the present System Architecture, yet an increasing 
amount of ML mechanisms featured in Intelligent Built-
Environment implementations make the local cluster-model 
untenable due to the sheer amount of computational 
resources required to run all said ML mechanisms 
simultaneously. Instead of doing so, the local cluster should 
be used to run mechanisms selectively, when the 
corresponding cloud-based resources are unavailable. 
Accordingly, and supposing a local cluster approach as back-
up, future iterations of the present staircase system-type 
should implement its facial-recognition mechanism via 
services such as Google’s Cloud TensorFlow Processing 
Unit (TPU) [15]. In the present implementation facial- and 
object-recognition were undertaken by different mechanisms 
(TensforFlow vs. BerryNet). This was in consideration of the 
limited resources of the single-board computer, where these 
mechanisms were never executed simultaneously. But once 
Cloud TPU is implemented, both facial- and object-
recognition will be undertaken by the same mechanism.  

Another limitation in the present implementation 
concerned the use of VoiceIt’s capabilities. At present, only 



 

the identity-via-voice feature was implemented, while its 
speech-to-text capability was not. However, it may be useful 
for the present staircase variations to be able to accept verbal 
commands from particular users, and not only to be able to 
identify such users. For example, a user may verbally 
command an actuation to stop in unforeseen situations, or 
he/she may command the systems from distances greater 
than ~one meter (the present implementation’s operation 
distance-limitation for the camera to engage in facial- or 
object-recognition).  

Finally, at present real-scale iterations of both systems 
are being built with the above-mentioned considerations as 
well as with motors and parts appropriate for human 
interaction at said scale.  
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